Sound source localization in a randomly inhomogeneous medium using matched statistical moment method
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This paper investigates the problem of sound source localization from acoustical measurements obtained by an array of microphones. The sound propagation medium is assumed to be randomly inhomogeneous, being modelled by a random function of space. In this case, classical source localization methods (e.g., beamforming, near-field acoustical holography, and time reversal) cannot be used anymore. Therefore, an approach based on the statistical moments of acoustical measurement is proposed to solve the aforementioned problem. In this work, a Karhunen–Loève expansion is used so that the random medium can be represented by a small number of uncorrelated and identically distributed random variables. The statistical characteristics of the measurements in terms of probability density function and statistical moments are also studied. Then, the sound source is localized by minimizing the error of statistical moments between the real measurements obtained from the microphone array and the measurements simulated from an assumed source. Finally, a numerical example is introduced to justify the proposed method. This experiment shows that the random field can be replicated by a very small number of random variables, the statistical moments of measurements guarantee the convergence, and the source location can be accurately estimated using the proposed source localization method. © 2015 Acoustical Society of America.

I. INTRODUCTION

Source localization is an important issue in acoustics engineering, seismology, and oceanic engineering. Beamforming, near-field acoustical holography (NAH), and time reversal are all classical methods dedicated to the aforementioned issue. Beamforming estimates the arrival direction of plane wave or the location of point source via the delay of signal arrival measured by the microphones. NAH backpropagates the sound field in the wavenumber domain from the measurement plane to the source plane, which ensures a high spatial resolution by taking evanescent waves into account. Time reversal method reverses the received signal in time and retransmits it back into the medium, which can finally refocus on the source.

However, contrary to the ideal environment assumed in the above approaches, uncertainties may pervade the sound propagation and measurement process. In particular, the uncertainty of sound propagation medium may significantly affect the source localization, for instance in the ocean environment due to limited knowledge of physical properties of the medium or in an environment with successive and irregular flows that bring in strong randomness. The effect of medium uncertainties in the sound propagation and source localization has been discussed in the literature. In these works, the uncertainty of medium is described by one or a few parameters, e.g., a random but uniform sound speed in the space. However, in some real cases, the situation may be more complicated: The physical properties at every point in the medium may be different and random. In this paper, the sound source localization problem is considered under the assumption of a randomly inhomogeneous medium, in which the acoustical field cannot be precisely measured, but only its statistical information is available. More specifically, the sound propagation medium is modelled by a random field, whose expectation and covariance function are predefined. In this case, the classical approaches cannot be used anymore. Beamforming and NAH are based on the assumption of deterministic and homogeneous medium. Time reversal works better in an inhomogeneous medium with multiple scatterings, reflections, and refraction than in the homogeneous environment in the sense of super-resolution. However, it still requires one to know the precise sound speed at every point in the medium in the back-propagation process. Therefore, this paper proposes a new source localization approach to deal with the case of a randomly inhomogeneous medium.

In order to investigate the uncertainties of sound propagation and measurements, Monte Carlo simulation can be used by repeatedly sampling from the random sound field. However, the complexity of the random medium (large number of dependent random variables) prevents one from solving the problem. In order to overcome this difficulty, the representation of the random field has to be simplified. The spectral representation method is able to represent a Gaussian random field as a summation of trigonometric functions with random amplitudes and phases. This approach is not optimal as far as computational costs are concerned. By using fast Fourier transform, the latter can be dramatically decreased. However, this approach is still limited to
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the assumption of Gaussian distribution so that non-Gaussian random field cannot be represented. Polynomial chaos expansion\textsuperscript{21–23} is a way of representing an output random variable with a given distribution (not restricted to Gaussian) as a function of a few random variables in the form of polynomial expansion, but it cannot be used to represent the (input) random field in the case of this paper. Karhunen–Loève (K–L) expansion\textsuperscript{21,24,25} can efficiently represent a random field via a small number of random variables. The considered random field is not restricted to Gaussian, but for any second-order field. In this approach, the expectation and covariance function of the random field are the only information needed to be predefined. This assumption is reasonable for many cases including the random sound field considered in this paper.

Given a realization of random medium, the sound propagation and measurement can be simulated. In some special cases of deterministic medium, the Green’s function of wave equation can be analytically computed\textsuperscript{12,26–28} such that the sound field at every point of the medium can be easily obtained. However, for a general inhomogeneous medium (the case of this paper), some numerical methods have to be employed, such as finite difference, finite elements, boundary elements, spectral elements, etc. The dimension of the medium, the complexity of its boundaries, the fluctuation level of the heterogeneities, the Sommerfeld radiation condition at infinity (for unbounded media), and the linear (small deformations) or nonlinear (large deformations) behavior of the underlying medium are some of the influential factors on the efficiency and accuracy of these numerical methods. A detailed review and comparison between these methods is out of the scope of this presentation and can be found, for instance, in Ref. 29. Spectral element method (SEM) is a high-order variational discretization for partial differential equations based on the original ideas of Ref. 30 for the Chebyshev polynomials. It is then developed by Ref. 31 for the Legendre polynomial basis. This method results in a diagonal representation of the mass matrix which significantly reduces the computational cost. As in the higher–order finite element method, numerical wave dispersion, which depends highly on the order of finite element shape function, is reduced. Applications of the SEM in two dimensional (2D) and three dimensional (3D) elastodynamics have shown high accuracies and weak numerical dispersions.\textsuperscript{32–34} Hence, this method is increasingly used in multidimensional problems in acoustics and elastodynamics notably due to its exponential convergence rate.\textsuperscript{35} The SEM can be related to the hp-finite element method,\textsuperscript{36} in which the mesh is refined using a suitable combination of h- and p-refinements (subdivision of the elements into smaller ones and increasing their polynomial degree) that result in an exponentially convergent method. The numerical code used in this study is developed based on the SEM. By combining the K–L expansion and SEM, propagation of the input uncertainty of random medium to the output uncertainty of acoustical measurement is achieved. Then, statistical properties, e.g., probability density function (PDF) and statistical moments (expectation and covariance matrix), of the acoustical field can be obtained.

In this work, the expectation and covariance matrix of acoustical measurements are the data for estimating the sound source location. Each measurement is obtained from a microphone array and assumed to be a realization of the random output of sound pressure. The estimated source location is decided by a minimum error criterion of statistical moment: the point minimizing the error of statistical moments between its simulated measurement and the real measurement is considered as the source estimate. The organization of this paper is as follows. Section II begins with a description of the model. Then, the K–L expansion is used to simplify the representation of the random field of sound propagation medium. The statistical properties of acoustical measurement are also investigated. The matched statistical moment method for sound source localization is introduced in Sec. III; the estimation equations are explicitly given. Section IV presents experimental results on simulated data. In this experiment, the K–L expansion can efficiently represent the random field via a small number of random variables. Furthermore, the statistical moments of measurement can converge within a reasonable sample size. Finally, the source localization methods using both expectation and covariance matrix errors are proved to be effective.

II. STOCHASTIC RESPONSE SURFACE OF SOUND PROPAGATION IN A RANDOMLY INHOMOGENEOUS MEDIUM

In this section, the sound propagation model is introduced first. The K-L expansion is then used to represent the random field. Finally, the statistical characteristics of acoustical measurement are investigated.

A. Model description

In this work, a randomly inhomogeneous sound propagation medium in a region $\Gamma$ is considered. Let \{r: $r \in \Gamma$\} be a second-order random field defined on $\Gamma$ with covariance function $C(r_1, r_2)$, where $r_1$ and $r_2$ are any two points in $\Gamma$. The sound speed at each point $r$ is a function of the random variable $\xi_r$, denoted by $c(r, \xi_r)$. It is assumed that the sound field is produced by a sound source located at $r_s$. The sound propagation process follows the wave equation; the sound pressure $\rho(r, t)$ at position $r$ and time $t$ is governed by

$$\nabla^2 - \frac{1}{v^2(r, \xi_r)} \frac{\partial^2}{\partial t^2} \rho(r, t) = -\delta(r - r_s)\bar{W}(t), \quad (1)$$

in which $\bar{W}(t)$ is a function of source signal in the time domain and $\delta$ is the Dirac delta function. Applying Fourier transform to the both sides of Eq. (1) with respect to $t$ results in the following Helmholtz equation for the sound field $p(r, f)$ in the frequency domain:

$$[\nabla^2 + k^2(r, \xi_r)]p(r, f) = -\delta(r - r_s)W(f), \quad (2)$$

in which $k(r, \xi_r) = (2\pi f)/\sqrt{c(r, \xi_r)}$ is the wavenumber, $f$ is the frequency, and $W(f)$ is the Fourier transform of $\bar{W}(t)$. Furthermore, $M$ microphones are placed at discrete locations $r_m^t, m = 1, \ldots, M$. The main purpose of this paper is to use
the sound pressures measured by the microphone array to localize the sound source. Figure 1 shows a 2D example of the proposed model. The colours in this figure indicate a realization of a randomly inhomogeneous sound speed field, the black point and crosses stand for the sound source and microphones, respectively.

B. Random medium representation

Since the random field is defined at each point \( r \in \Gamma \), an infinite (and uncountable) number of random variables is needed for its complete description. In this section, the K–L expansion is proposed to simplify the random field representation via a small number of random variables. The K–L expansion of the random field \( \xi_r \) reads

\[
\tilde{\xi}_r = \bar{\xi}_r + \sum_{n=1}^{\infty} \sqrt{\lambda_n} \eta_{nf_n}(r),
\]

where \( \bar{\xi}_r = \mathbb{E}(\xi_r) \) is the expectation function of the random field, \( \lambda_n \) (\( \lambda_1 \geq \lambda_2 \geq \cdots \)) and \( f_n(r) \) are the eigenvalues and eigenfunctions of the covariance function \( C(r_1, r_2) \), and \( \eta_n \) are a series of uncorrelated random variables. Here the eigenvalues and eigenfunctions are defined as the solutions of the Fredholm’s integral equation of second kind

\[
\int_{\Gamma} C(r_1, r_2) f_n(r_2) dr_2 = \lambda_n f_n(r_1),
\]

If \( \{\xi_r : r \in \Gamma\} \) is assumed as a Gaussian random field, \( \eta_n \) are independent standard Gaussian random variables. If the covariance function is further assumed as \( C(r_1, r_2) = \exp\left(-\frac{||r_1 - r_2||}{\ell_c}\right) \), \( \lambda_n \) and \( f_n(r) \) in Eq. (4) can be analytically solved (cf. Sec. 2.1 of Ref. 37). Here, \( \ell_c \) is the correlation length of the random field. Moreover, the series in Eq. (3) can be approximated by a finite number of terms

\[
\tilde{\xi}_r = \bar{\xi}_r + \sum_{n=1}^{N} \sqrt{\lambda_n} \eta_{nf_n}(r).
\]

Note that in this approximation, those terms with small eigenvalues (playing a relatively weak role in the random field representation) are not taken into account. The global mean square error of the approximation can be computed as

\[
\left\langle (\xi(r) - \xi_r)^2 \right\rangle = \int_{\Gamma} \mathbb{E}(\xi(r) - \xi_r)^2 dr = \int_{\Gamma} \sigma^2(r) dr - \sum_{n=1}^{N} \lambda_n,
\]

in which \( \sigma^2(r) \) is the local variance of the random field. The number \( N \) of terms in Eq. (5) can be decided by letting the error [Eq. (6)] less than a given threshold.

In the numerical calculation, the considered region \( \Gamma \) is discretized by a grid with a finite number of points, denoted as \( \Gamma^g = (r_1, \ldots, r_I)^T \). Let \( \Xi = (\xi_{r_1}, \ldots, \xi_{r_I})^T \), \( \lambda_n \) (\( \lambda_1 \geq \lambda_2 \geq \cdots \)), and \( f_n(\Gamma^g) \) \((n = 1, \ldots, I)\) be the eigenvalues and eigenvectors of the covariance matrix of \( \Xi \). Then, the \( N \)-truncated (keeping the most significant modes in terms of large eigenvalues) K–L expansion of the random field in the grid is

\[
\tilde{\Xi} = \mathbb{E}(\Xi) + \sum_{n=1}^{N} \sqrt{\lambda_n} \eta_{nf_n}(\Gamma^g).
\]

It should be pointed out that Eq. (7) enables the random sound field to be easily replicated using a small number of uncorrelated and identically distributed random variables.

C. Statistical moments of measurement

In this section, the statistical characteristics in the form of PDF and statistical moments are computed. By sampling \( R \) realizations from the random variables \( \eta_1, \ldots, \eta_N \) and substituting them back into Eq. (7) [or Eq. (5) in the continuous case], \( R \) realizations of the random sound speed field \( v(r_i, \xi_r) \), \( i = 1, \ldots, I \) (or in the continuous case \( v(r, \xi_r), r \in \Gamma \)), can be obtained.

Note that the sound field is inhomogeneous, in which case the wave Eqs. (1) and (2) have no analytical solution. Therefore, the SEM is used to compute the sound propagation process; the sound pressure at any point in the grid can be computed. For the sake of source localization, \( R \) realizations of sound pressures in the frequency domain at the positions of microphones \( r_m, m = 1, \ldots, M \), are computed. Then, the estimated PDFs, as well as the sample statistical moments (for example, the expectation and covariance matrix), of the measurements can be computed. In Sec. III, the statistical moments will be used to localize the sound source.

III. SOUND SOURCE LOCALIZATION USING MATCHED STATISTICAL MOMENT METHOD

The aim of this section is to use the sound pressures measured by the microphone array to localize the unknown sound source. At a given frequency \( f \), the \( r \)-th measurement from the \( m \)-th microphone is denoted by \( p_{mr} \) \((m = 1, \ldots, M, r = 1, \ldots, R)\). Then, the statistical moments of the measurement can be computed: the sample first-order raw
(expectation) and second-order central (covariance matrix) moments are obtained by

\[ M_1 = \frac{1}{K} \sum_{r=1}^{K} (|p_{1r}|, \ldots, |p_{Mr}|)^T \tag{8} \]

and

\[ M_2 = \frac{1}{K - 1} \sum_{r=1}^{K} (p_{1r} - \bar{p}_1, \ldots, p_{Mr} - \bar{p}_M) \times (p_{1r} - \bar{p}_1, \ldots, p_{Mr} - \bar{p}_M)^H, \tag{9} \]

in which \((\cdot)^H\) is the operation of vector conjugate transpose and \(\bar{p}_m = (1/K) \sum_{r=1}^{K} p_{mr}\).

Let \(r_s\) denote the real position of sound source. Furthermore, prior knowledge that the real position belongs to a region \(\Gamma_1\) is available, i.e., \(r_s \in \Gamma_1 \subseteq \Gamma\). In most cases, such knowledge can be offered. For instance, the plane of the source is known or predefined, which is the necessary information for using classical beamforming and NAH. Then, the region \(\Gamma_1\) is discretized by a grid \(\Gamma_1^n\) with \(H\) points. For each \(r_h \in \Gamma_1^n\), \(K' = 1, \ldots, H\); \(K'\) measurements with different realizations of random medium are simulated using the method proposed in Sec. II denoted as \(p(h) = \{p_{mr}(h) : m = 1, \ldots, M, r = 1, \ldots, K'\}\). Similarly, the corresponding first- and second-order moments are obtained by

\[ M_1(h) = \frac{1}{K'} \sum_{r=1}^{K'} (|p_{1r}(h)|, \ldots, |p_{Mr}(h)|)^T \tag{10} \]

and

\[ M_2(h) = \frac{1}{K' - 1} \sum_{r=1}^{K'} (p_{1r}(h) - \bar{p}_1(h), \ldots, p_{Mr}(h) - \bar{p}_M(h)) \times (p_{1r}(h) - \bar{p}_1(h), \ldots, p_{Mr}(h) - \bar{p}_M(h))^H, \tag{11} \]

in which \(\bar{p}_m(h) = (1/K') \sum_{r=1}^{K'} p_{mr}(h)\). Here, the sample size \(K'\) of simulated measurement should be large enough to guarantee that both moments converge, which can be justified if marginal change of each moment with respect to \(K'\) is less than a given threshold. Then, both moments \(M_1(h)\) and \(M_2(h)\) are interpolated over the source region \(\Gamma_1\), such that the values of the first- and second-order moments at every point in \(\Gamma_1\) are assigned, denoted by \(M_1(r)\) and \(M_2(r)\), \(r \in \Gamma_1\).

Finally, the sound source location \(r_s\) is estimated by minimizing the statistical moment error. In the cases of first-order raw and second-order central moments, they are

\[ r_s = \arg \min_r \| M_1 - M_1(r) \|, \quad r \in \Gamma_1 \tag{12} \]

and

\[ r_s = \arg \min_r \| M_2 - M_2(r) \|, \quad r \in \Gamma_1, \tag{13} \]

respectively, in which \(\| \cdot \|\) represents the Frobenius norm of a vector or a matrix.

IV. NUMERICAL EXAMPLE

In this section, a 2D numerical example is investigated to illustrate the model and the proposed source estimation method. The sound source is located at \(r_s = (10, 10)\) (Ref. 44) and 21 microphones are placed in the line \(x = 5\) with same spacing distances [the \(n\)th microphone’s coordinate is \(r'_m = (5, m - 1), m = 1, \ldots, 21\)]. Here, the region \(\Gamma = \{(x, y) : x, y \in [0, 20]\}\) is considered, in which the bulk modulus \(\kappa(r)\) is assumed to follow a gamma random field with mean \(\mu_\kappa = 4\) and standard deviation \(\sigma_\kappa = 0.6\), and obtained from a Gaussian germ:

\[ \kappa(r) = F_{\mathcal{G}}^{-1}(\xi_r; \mu_\kappa, \sigma_\kappa^2), \tag{14} \]

where \(\xi_r\) is a standard Gaussian random field with covariance function \(C(r_1, r_2) = e^{-((|r_1 - r_2|)/\ell_0)}\) (the correlation length \(\ell_0 = 10\) m) and \(F_{\mathcal{G}}(\cdot; \mu_\kappa, \sigma_\kappa^2)\) is the cumulative function of Gamma distribution with mean \(\mu_\kappa\) and variance \(\sigma_\kappa^2\). It should be pointed out that Eq. (14) just slightly changes the target correlation function of the random field \(C(r_1, r_2)\) (cf. Ref. 38). Then, the random sound speed field in the considered region is obtained by \(v(r) = \sqrt{\kappa(r)/\rho}\), in which the density \(\rho = 1\) is assumed as a constant. Figure 2(a) shows the...
experimental setup and a realization of the gamma random field $x(r)$ of bulk modulus. Figure 2(b) displays a wavefront in an (randomly generated) inhomogeneous medium at snapshot $t = 6 \text{s}$; In this case, the sound speed and wavelength are irregular in different directions due to the inhomogeneity of sound field.

In this work, the sound propagation process in the inhomogeneous medium is carried out via the SEM, in which Lagrange interpolation functions of degree 4–10 are typically used. In this study, Lagrange polynomials of order $n = 7$ are employed to perform the numerical simulations of wave propagation. The control points $x_i$ in the $x$-direction ($i \in \{0, 1, 2, \ldots, n\}$) are chosen to be the $n$ Gauss–Lobatto–Legendre (GLL) points, which are the solutions of the following equation: 

$$ (1 - x^2) \frac{dP_n(x)}{dx} = 0, \quad (15) $$

in which $[dP_n(x)]/dx$ is the derivative of the Legendre polynomial of order $n$

$$ P_n(x) = \frac{1}{2^n n!} \frac{d^n}{dx^n} [(x^2 - 1)^n]. \quad (16) $$

Using $n$ control points in each direction results in $n^2$ degrees of freedom over each element which are not uniformly spaced. Figure 3(a) depicts the Lagrange polynomials of degree 4, all of which pass through the GLL points, which are the five roots of the equation $\left(1 - x^2\right)P_4(x) = 0$, i.e., $x_{GLL} = \{-1, -0.65, 0, +0.65, +1\}$. These points create a mesh, which is shown in Fig. 3(b). It is remarkable that at least five GLL points per minimum wavelength are needed to guarantee the accurate simulation and source localization. Here, a standard Gaussian random field is generated, whose mean $\mu = 0$ and variance $\sigma^2 = 1$ are assumed to be constant. The covariance function $C(r_1, r_2) = e^{-||r_1 - r_2||/\ell_c}$, where $r_i \in \Gamma^h$ for $i = 1, 2$ and the correlation length $\ell_c = 10 \text{m}$. Figure 4 shows the first 30 eigenvalues of the $141^2 \times 141^2$ covariance matrix $[C(r_1, r_2)]_{r_1, r_2 \in \Gamma}$. This figure justifies that the eigenvalue tends to zero (from around 8000) within a small number of terms, which implies that most terms in the K–L expansion Eq. (7) can be ignored. Here, only the first 50 terms are kept (i.e., $N = 50$) such that the normalized global mean square error on random field reconstruction [cf. Eq. (6)] is less than 0.05. Therefore, the random field is described by 50 independent and identically distributed Gaussian random variables.

In this example a Ricker wavelet with fundamental frequency $f = 1 \text{Hz}$ is used to generate the source signal. Then, $R$ groups of simulated sound pressures are obtained using the SEM and recorded by the $M$ microphones. The recording time is $7.5 \text{s}$ and the sampling frequency is $200 \text{Hz}$. After the Fourier transform, the measurements at frequency $f = 1 \text{Hz}$ are obtained and denoted by $p = \{p_{m, r}; m = 1, \ldots, M, r = 1, \ldots, R\}$. Let $p(\xi) = [p_1(\xi), \ldots, p_M(\xi)]^T$ denote the random vector of the $M$ measurements. Then, the PDFs, as well as the statistical moments, of $p(\xi)$ can be computed via the measurement $p$. Figure 5 shows the PDFs of the real and imaginary parts of the sound pressures from 11 microphones whose $y$-coordinates are $0, 2, 4, \ldots, 20$. Furthermore, the convergence properties of the sample expectation [Eq. (8)] and covariance matrix [Eq. (9)] with respect to the sample size $R$ are shown in Fig. 6. In the left plot, the sample expectations with sample size $R = 1, \ldots, 500$ from five microphones ($y$-coordinates are $0, 5, 10, 15, 20$) are displayed. The right plot shows the corresponding results for the sample variance. Both plots illustrate that all the sample statistical moments become stable within a
sample size of about $R = 300$. In this figure, the moments from microphones at $y_m = 0$ and $y_m = 20$ (correspondingly $y_m = 5$ and $y_m = 15$) tend to the same values since the microphones are symmetric about the sound source.

Assume that the distance between the sound source and the microphone plane is known, the $y$-coordinate of the sound source is then estimated. First, the case of sample size $R = R' = 300$ is considered, the source localization process includes the following three steps:

1. **Searching the source from a grid with sparse points.**

First, the source location is roughly searched from a large region $\Gamma_1 = \{(x, y) : x = 5, y \in [0, 20]\}$. It is averagely discretized by a grid with 21 points, denoted as $\Gamma_1^\#$.

For each assumed source $r_h \in \Gamma_1^\#$, the acoustical measurements from the microphones are simulated $R'$ times and the corresponding statistical moments Eqs. (10) and (11) are computed. Then, the source location can be estimated using the minimum error of first- and second-moments, respectively. Figures 7(a) and 7(b) show the errors of both moments between the real measurement and the simulated measurement whose assumed sources are from $\Gamma_1^\#$. Both methods show that the source coordinate is in the interval $y \in [8, 12]$. (2) **Searching the source from a grid with dense points.**

Then, the possible region of source can be narrowed: some denser points (but in a smaller region) in the source...
plane are chosen: a grid with 25 GLL points whose y-coordinates belong to \( y \in [8,12] \) is considered as \( \Gamma^y_1 \). The corresponding results are shown in Figs. 7(c) and 7(d): the points represent the measurement errors for the assumed sources from \( \Gamma^y_1 \). In this case, the source location estimates using the first- and second-order moment methods are 10.08 and 9.915 (the exact value is 10), respectively.

(3) Searching the source from a continuous region. Finally, both statistical moments are interpolated using the cubic spline interpolation method (which returns a smooth function and is more accurate than linear interpolation), such that the moment errors take values in the continuous interval \( y \in [8,12] \) [solid lines in Fig. 7(c) and 7(d)]. The source location is then estimated via Eqs. (12) and (13). In this case, the estimated y-coordinates of the source are, respectively, 10.06 and 10.05, which imply that the estimates are improved by using the interpolation approach.

In order to see how the point density of grid \( \Gamma^y_1 \) affects the estimation accuracy, \( \Gamma^y_1 \) is chosen as 13 points whose y-coordinates belong to \( y \in [8,12] \). Above Steps 2 and 3 are then repeated; the corresponding results are shown in Figs. 7(e) and 7(f). In this case, the estimates of source are 10.1 for the expectation error and 10.15 for the covariance matrix error [the minimum points of the solid lines in Figs. 7(e) and 7(f)]; both estimates are less accurate than previously but still acceptable.

Then, a smaller sample size \( R = R' = 100 \) is considered: the above procedure is repeated and the corresponding results are shown in Fig. 8. In this case, the estimated y-coordinates of source using the first-order statistical moment are 9.915 [from discrete points of \( \Gamma^y_1 \), the points in subfigure (c)] and 9.94 [from continuous points in \( \Gamma^y_1 \), the solid line in subfigure (c)]. Similarly, the estimates using the second-order moment are shown in Fig. 8(d): the estimate is also improved by using the interpolation method, from 10.08 to 10.06. As previously, reducing the number of assumed sources of \( \Gamma^y_1 \) also decreases the accuracy of estimation. Figures 8(e) and 8(f) show that in the case of \( \Gamma^y_1 \) being 13 points in \( y \in [8,12] \), the source estimates using both moment methods are 11.59 and 10.14, respectively. In particular, under this condition, the expectation error (using both discrete grid and
continuous interval) cannot satisfactorily localize the source. Therefore, either the sample size $R_0$ or the density of grid $C_1$ must be increased.

Actually, in the case of smaller sample size, the source can still be accurately localized [except the case of Fig. 8(e)]. However, the estimation is less robust; the curve which represents the error is more irregular. This fact can be alternatively justified by the convergence of the statistical moments showed in Fig. 6. Therefore, a reasonable choice of the sample size (a trade-off between estimation robustness and computational cost) may be the one where the concerned statistics become stable, say 300. On the other hand, both Figs. 7 and 8 show that the second-order moment method is more robust than the first-order moment: the error reaches minimum more clearly and has less local fluctuations. This phenomenon may be interpreted as the second moment includes more information (e.g., the relevance between the microphones) than the other.

According to the spatial Nyquist criterion, in order to avoid the spatial aliasing, the spacing distances of the microphones should be smaller than half-wavelength. In the above experiments, the spacing is equal to the average half-wavelength (1 m), thus the microphone array is adapted to the experiments. In order to investigate the limit of the proposed method, another experiment with fewer microphones is proposed. In this case, only six microphones located at $(10, y_m), y_m=0, 4, 8, 12, 16, 20$, are assumed, therefore the spacing is equal to two-wavelength of the sound wave. Let the sample size be $R = R' = 300$. The sound pressures are measured from 21 microphones with y-coordinates 1, 2, ..., 20.

![FIG. 8. (Color online) Errors of expectation (subfigures (a), (c), and (e)) and covariance matrix (subfigures (b), (d), and (f)) between the real measurement and the simulated measurement from an assumed source. The $y$-coordinates of the assumed sources are from 21 points in [0,20] (subfigures (a) and (b)), 25 points in [8,12] (subfigures (c) and (d)), and 13 points in [8,12] (subfigures (e) and (f)), respectively. The points represent the errors of the discrete points from the grid and the solid lines stand for the errors of continuous source coordinates obtained by the spline interpolation method. Sample size $R = R' = 100$. The sound pressures are measured from 21 microphones with y-coordinates 1, 2, ..., 20.](image-url)
for all the above three cases $R = R' = 300$ and $M = 21$ [(a) and (b)], $R = R' = 100$ and $M = 21$ [(c) and (d)], and $R = R' = 300$ and $M = 6$ [(e) and (f)] are presented. This figure shows that the estimation errors of both methods tend to increase as $H$ decreases. All the estimates are acceptable except the one using the expectation error method and low point density of $\Gamma_1^\theta$. Besides, the covariance matrix error method is generally more accurate than the expectation approach.

V. CONCLUSIONS AND PERSPECTIVES

This paper addresses the problem of sound source localization from the measurements obtained by an array of microphones. The sound propagation medium is assumed to be randomly inhomogeneous, which means that the acoustical field cannot be measured but only its statistical behavior (expectation and covariance function) is known. Instead of an infinite dimensional random field, the medium is simply represented by a small number of uncorrelated random variables via the K–L expansion. By sampling from the random field and simulating the sound propagation using the SEM,
the statistical properties (PDF and statistical moments) of sound pressure at any point in the considered region can be obtained. Finally, the sound source is localized using a matched statistical moment method: the source location estimate is decided by minimizing the error of statistical moment between the real measurement and the simulated measurement from an assumed source.

A numerical example is presented to illustrate the model and justify the proposed source localization method. This experiment indicates that the random sound field can be effectively replicated by a small number of uncorrelated and identically distributed random variables using the K-L expansion. The convergence property of statistical moments is also investigated. Finally, the sound source location is estimated using the expectation and covariance matrix errors of measurements, respectively. The source localization methods are proved to be efficient and the sample size needed in both methods is acceptable.

In general, the wave equation has no analytical solution in the case of inhomogeneous medium, therefore this work numerically computes the sound pressure at each point of space for each sound source, which actually constructs a numerical Green’s function of sound propagation equation. As a matter of fact, in some special cases of propagation medium (for example, linearly inhomogeneous), a “uniform” Green’s function (either analytical or numerical) with respect to all the possible source positions may be constructed. Then, the computational cost can be further reduced. Moreover, real applications could be considered via the proposed model and source localization method, for example in underwater and aeroacoustic media, which could be reasonably assumed as randomly inhomogeneous. These issues may be conducted in the future works.
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in this section, the spatial coordinates are in meter (m), except where noted.

in the experiments of this section, the sample sizes \( R \) and \( R' \) of real and simulated measurements are assumed to be the same, but this is not an essential condition.